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Abstract The fact that each pixel in color images contains a triple
of integer values worsens even more the problem of lack
This work generalizes the technique described in [1] to of training data. Because of this, an approach for dealing
image processing applications based on color. This methodwith the lack of training data becomes even more required.
chooses a subset of variabl&s (i.e. pixels seen through Therefore, as in gray level applications, quantization is usu-
a window) that maximizes the information observed in a ally necessary for RGB applications. Besides, we propose a
set of training data by mean conditional entropy minimiza- strategy to increase the number of training samples, gener-
tion. The task is formalized as a combinatorial optimiza- ating new samples from rotations of the observed samples.
tion problem, where the search space is the powerset of As the number of possible sub-windows is exponential
the candidate variables and the measure to be minimizedin terms of the cardinality of¥’, we adopted some algo-
is the mean entropy of the estimated conditional probabil- rithms to explore this space in reasonable computational
ities. As a full exploration of the search space requires an time. The adopted algorithm is the Sequential Floating For-
enormous computational effort, an algorithm of the feature ward Search (SFFS) feature selection algorithm [3]. In this
selection literature is applied. The introduced approach is text, we briefly discuss how to apply this algorithm guided
well fundamented mathematically and experimental resultspy the criterion function based on condition entropy to esti-
with color texture recognition applications show that it is mate a sub-windoW’* that gives one of the best operators
also adequate to treat problems with color images. Com- to perform classification over images with arbitrary number
parative performance assessment of this technique includ-of channel levels and arbitrary number of classes.
ing an artificial neural network alternative (Multi-Layer

Perceptron) approach is presented. 2. W-operator design by feature selection with

) mean conditional entropy
1. Introduction
Let X,Y be two random variables and be its probabil-

~ The paper [1] discusses a technique based on informasiy gjstribution. The conditional entropy df given X is
tion theory concepts to estimate a good W-operator to per-gefined as:

form binary image transformations (e.g. noisy image filter-
ing) and gray scale analysis (e.g. gray-level texture recog- HY|X) ==Y > Pyl)logP(ylx), (1)
nition). A W-operator is an image transformation that is zeX yeY

locally defined inside a windowl” and translation invari- : o -

ant [2]. This means that it depends just on shapes of theW|th 0log0 = 0. Similar definitions hold for random vectors

input image seen through the windd¥ and that the ap- X.Th . ant W of ent lored in thi K
plied transformation rule is the same for all image pixels. . € Important property of entropy explored in this wor
The main contribution of this research is the proposal is that when the probability mass of a distribution becomes

of an extension of the W-operator concept to be applied to gmre conceg;r.ated somtehw?erﬁ n |ts_domfa|nt, the enttrozy
color texture classification. For this, we will consider it as ecreases. 1his means that when a given feature vector de-

a function whose domain is a set of vectors of 3 integer fmed in a window has a majoritary lab#l = y (i.e. it

numbers, one for each channel (red, green, blue), and thdS classified almost always in a same class), its entropy of
’ ! ! ’ the conditional distribution should be low. Thus, the opti-

output is an integer number (one of the considered classes). .~ = . o - .
mization algorithm consists in estimating the mean condi-

* Financially supported by FAPESP and CNPq tional entropy for the joint distribution estimated for each




sub-window and choosing the one that minimizes this mea-applied to the results in order to clean small noises on the
sure. The estimator of the mean conditional entropy ideal- labeled images.

ized in this work is given by the following equation: We have analyzed the MAE (Mean Absolute Error) ob-
tained by application of the techniques mentioned above for

EHY[Xz)] = > . Plxz) H(Y]xz)+ the two experiments. For synthetic textures, nine textures
xz:Plz)>% were used for training and testing sets (sets obtained sepa-

+ > P(xz) - HU(Y)), rately from the same source). A mosaic of the testing sets

xz:iPlxz)<§ as illustrated in Figure 1-a was adopted as test image for re-

whereZ is a subset of the index&s= {1,2, ..., |[W|}, xz sults generation. Figures 1-b, 1-c, 1-d, and 1-e show the re-

is one of the possible instances Xfz, U is the uniform  sults by applying respectively, only color information pixel
probability distribution functiont is the number of training  to pixel (MAE = 3.92%), gray-scale W-operator (MAE =
samples and is a parameter that indicates if an instance is 36.27%), MLP approach (MAE = 4.96%) and RGB W-
poorly observed or not. Instances that have probability lessoperator (MAE = 2.32%).

or equal thanv/t are considered poorly observed and the

larger feature space dimensions. It was adopted 1 in (@) (b) (©) (d) (e)

the experiments shown here.

entropies are set to maximum (entropy of uniform distribu-
tion). Itis important to setv > 0 in order to penalize the

Thus, feature selection may be defined as an optimiza- Figure 1. Results for generic textures
tion problem where we search far* C 7 such that:

poorly observed instances and to avoid the curse of dimen- ]
sionality where the error estimation becomes too high for

For tree rings classification, we adopted the image of
2 H(Y[Xs5) = minzcz{E[H(YIXz)]} Figure 2-a as training (2.81% of the image) and testing im-
- age. Figures 2-b, 2-c, 2-d and 2-e show the results by apply-
The W-operator is represented by a table of conditional ing respectively, only color information pixel to pixel (MAE
probabilities where each row is a possible instarnge of = 7.18%), gray-scale W-operator (MAE = 7.63%), MLP
Xz, each column is a possible clags= y and each cell  approach (MAE = 9.25%) and RGB W-operator (MAE =
of this table isP(Y|Xz- = xz+). This table is used asa 5.21%).
Bayesian classifier where for each given instance, the cho-—__
sen label” = y is the one with maximum conditional prob- iz
ability for the considered instance. In case of instances that
have two or more labels of maximum probability, one of
these labels is chosen according to their number of occur-
rences around the neighborhood of the pixel that is to be  (a) (b)
classified (the most frequent label is assigned to the referred
pixel).

Figure 2 . Results for tree rings classification

3. Experimental Results 4. Conclusion

_ _ _ ~ This work presented an extension of W-operator design by
Two experiments were performed, one involving generic feature selection technique to color image classification.
textures and another involving ring classification of a tree The new method has been very effective in both applica-
trunk slice. For both experiments, we compared the methodtions focused, presenting the best results when compared

proposed here (RGB W-operator with windéwk 5) with  with other approaches, as MLP neural network.
other three methods. The first uses only pixel to pixel color
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