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ABSTRACT development of accurate and efficient signal processing and
This paper describes a scalable real-time audio fingerprintingPattern recognition techniques.
system developed by IBOPE Midia for radio and TV broadcast Different approaches for audio-based multimedia

monitoring. A special temporal feature extraction strategged recognition have been recently proposad][ One of the main

on the Short-Time Fourier Transform has been designed. Whenypjications for such technologies is music recognition, ame so
given an input stream to analyse, the system matchesiitsdg  commercial services are nod [

the database and automatically recognizes instances of the
previously registered samples within the input stream. The Nevertheless, such approaches cannot be directly applied to
algorithm exploits the temporal evolution of the signal fregye ~ broadcast monitoring, as they fail to address two majdslgnts
spectrum in order to identify patterns and produce the final faced by this kind of application: (1) determining the beginning
classification. The database is clusterized in order teigeaan and end points of each commercial (segmentation and (2)
efficient and scalable search strategy. The system has bee@dequate behavior when confronted with variations of the same
assessed using a database containing 393 distinct commercials. gommercial with subtle differences. The system describeluisn t
41-hour audio stream from three different TV channels has beenpaper overcomes these limitations by combining technigues from
analysed in less than 3 hours, attaining a 95.4% recognitian rate various sources and adapting them to our purposes, thus
providing reliable and efficient audio recognition.

Categories and Subject Descriptors The input audio stream is divided into blocks which

H.4 [Information Systems Applications]: Miscellaneous; undergo the Short-Time Fourier TransforBTET) [2] in order

1.5 [Pattern Recognition] to generate fingerprints, which are then submitted to a fiassi
function which compares them against the fingerprints stored in

General Terms the database and applies a label to each portion of the input

audio. In a later phase, the labels are scanned for consistent
patterns which indicate the presence of an occurrence of a known
audio sample.

Algorithms, Performance, Theory.
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r nition ior nition, cl rin . . -
ecognition, audio recognition, clustering The system takes an audio stream as input and classifies

each audio block of the stream based on Fourier feat2jrekhe
1. INTRODUCTION audio stream is taken as a single-channel real-valued §gnal
Audio-based recognition of multimedia content is an The input stream is divided in blocks, callécimes The
important problem in many practical situatiors§. [This paper  parameterdt defines the distance between the beginning of one

focuses on the recognition of commercials, i.e. advents¢  frame and the beginning of the next. At the instant corresponding
broadcasts on radio and television. This is an important proble

faced by companies that perform broadcast monitoring to uo cisse
recognize commercials and other features of interestio eand

TV. Apart from audio and video signal processing, this kind of
application involves manipulation of possibly huge databases and
require real-time responses. These requirements call for the

Start:  imstant 0 Stat: instant At Stat:  imstant 241 St enmiaAb -
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to the start of each frame, a windaft) of sizeAt is extracted. s T = L Z Z(r ) =Tl )
This audio framea(t) is the basic information unit in the process, ST Ny e T
being considered a sample to be classified. As the system

analyses the input audio stream, it assigns labels to emole fr

a(t). Figure 1 shows a diagram of this process. The sequence ob. DATABASE FORMATION

labels is then analysed to produce the final segmentation and  The above equation is used by the classifier to label each

] i

recognition of each commercial in the input stream. input block. A database containing all commercials of interest
must be formed, i.e. the fingerprint representatiga of all
3. AUDIO FEATURES frames of the commercials has to be obtained. A fingerprint

The algorithm exploits the temporal evolution of the generation analogous to that explained above is used. Whenever

frequency spectrum of the audio stream in order to extract itspossmle, it is important to seft < /. The smallert is, the

features and thus classifies each frame. The STFT is applied Eighe_r the correcth_rfttec((j)gtr:litiokn rafte przduced by t.hf Cl.ﬁts:mzr
each audio window (framej(t) at N positionsay, k=1...N;. €, since more shilted blocks of each commercial willibes

Before calculating the transform, the audio within the window i in the database. _This Is importanF becayse the_re Is no guarantee
scaled by a Gaussian curve in order to minimize the digtertio that the (;gmmerma}ls to bg re(;]ognlzted_WIII tbhe allgne?hlrsa:m;eb

of the output spectrum normally caused by the division of the way ai | € sample used w T.n storing them hm € data fase.
input audio into fixed-length windows. If the audio within the Nevert_ eless, decreasmg IMplIES Increasing ¢ € nl_meer ot
window is given as a continuous functioKt), where-1.0 < t < block fingerprints stored in the database, which will incretse i
1.0, the transform changes that input into the functit{t) given size and decrease its performance.

asw'(t) = exp(-£ / &), wherecis a configurable parameter.

6. BLOCK RECOGNITION

The STFT is divided intdc spectral bands and the energy Each audio block is classified using tkaearest neighbor

within each band, given a@bs(A(f)), is used to form the feature .| sqifier (KNN) p|. The similarity measure described
vector that represent(t). It is worth noting thaabs(A(f)) are previously is applied by the classifier, thus labeling eachkhitoc

invariant to time-shifts 7], which is important because it is  yccordance to thé previously stored fingerprints that most
impossible to know, in advance, where each occurrence of a,

. ; . X . closely match it.
commercial will appear in the input audio.

Additionally, the resulting feature vector undergoes a series7. CLUSTERING

of operat_ions which are targ_eted at normalizing its vaines The c-meanstlustering algorithmd] is applied to the stored
order to improve matching with feature vectors extradteth fingerprints, thus partitioning the database istalusters. A
other samples. If the feature vector is givew asvi, vz, ..., W, cluster prototype is calculated as the mean fingerprint cfi ea
let w = In(v), In(v), ..., In(w_). Let us denote the averagevof  cluster. The prototypes are used to guide the classification
asw. and its standard deviation hy,. Then the transformed  procedure, allowing the system to compare each block otifeto
feature vector will bes = w, W, ..., W, where, for each, u = fingerprints belonging to the clusters whose prototypes it mos
(W - W) /Gy closely compares to, rather than compare it against thee ent

o database, thus allowing for real-time scalable performance.
In order to save memory space, the coefficients are

quantized and stored as integers, that is, they are stoMdfas Recent benchmarking results show that a database

= round(g7abs(A(f))), whereq is a configurable quantization ~ containing 108,333 block fingerprints (roughly corresponding to
factor. Therefore, each audio block is represented by aréeat about 400 30-second commercials) can be reclustered in under

array defined as: 15 _minutes. The performgnce gained _by reclustering is
considerable. A 41-hour audio sample required nearly 20 hours
(1) <+ Mi(Ne) to process without a clustering strategy; by employing the
Pas e M (1) «+ Ma(Ne) clustering mechanism, however, the processing time has reduced
AR s e TR to only 3 hours with no observable loss of precision.
Mn_, (1) My ;(Ne)

8. AUDIO SEGMENTATION

The last step performed by the system is the recognition and
segmentation of each commercial, i.e. the identificatibthe
4. FINGERPRINT DISSIMILARITY beginning and end of each commercial. The labels applied by the
M EASURE classifier carry information about which commercial eadaiclol
The classification of each audio block is carried out by is believed to belong to, and what portion of the commeitcisl
comparing the STFT fingerprint of each blak) to those stored  believed to be. Once a sequence of consistent labels is
in the database. A dissimilarity measure is hence defined.cLet encountered, the algorithm uses the known length of the
be the fingerprint of an unknown input block afgq the commercial to generate a hypothesis for its beginning and end
fingerprint of some block stored in the database. The individual Points.
elements of these fingerprints are denoted @g and IMpaw,),

h IR ) © The hypotheses are then tested by applying an adapted LCS
respectively. The dissimilarity betwe€aandlyq is given by:

(Longest Common Subsequence) algorithm, which yiektsoee



that measures how closely the sequence of labels matched that 11, ADDITIONAL AUTHORS

the original commercial. If that score rises above rdigorable Additional authors: Sérgio D. Fischer (IBOPE Pesquisa de
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and is reported as such. If not, the hypothesis is discarded.
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