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Abstract

Although action recognition is remarkably easy for people, it is a difficult
task for computers. A moving camera that takes broadcast-quality videos makes this
even more difficult. This research focuses on actions at a medium distance. That is,
a typical figure has a resolution of dozens of pixels in each dimension. The system is
demonstrated using videos of ice hockey sport.

An approach that breaks the problem into three sub-problems is taken. Figures
of hockey players are first tracked with a self-initializing tracker. Thestabilization
process then refines the rough estimates about scale and position of a figure given by
the tracker. Taking the stabilized results given by the stabilization process, the action
recognition system uses motion and pose features to classify actions.

A new stabilization algorithm is developed. The method uses amixture of
templatesto estimate the position and scale of a figure. It helps to alleviate some of
the accuracy and consistency problems. The consistency of the template library is
addressed with a procedure that iteratively selects templates to better fit the training
data. Our method is shown to consistently outperform a typical approach that uses
only the best match with a set of synthetic image sequences.

The research makes novel use of image gradients. It decomposes image gradi-
ents into four non-negative components. Thedecomposed image gradients(DIGs) are
used to characterize poses. Quantitative performance comparisons are made between
methods that use motion and pose features. The experiments show clear evidence that,
for the kind of data that this research is interested in, pose features are better than mo-
tion features in terms of classification accuracy. The pose features are also superior to
the motion features in terms of computational efficiency.

Keywords: Tracking, Stabilization, Mixture of Templates, Motion, Optical Flow, Pose
Features, Image Gradients, Action Recognition, Action Classification
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Chapter 1

Introduction

1.1 Motivation

People have a remarkable visual motion perception capability. Johansson [25] pio-

neered the psychophysical study of biological motion perception. In his experiments,

human observers easily recognized the motion patterns of the moving lights attached

to a human body. Besides raising a number of interesting questions on motion and

structures, these studies show clear evidence that motion is a strong perception cue.

In the field of computational vision, researchers have a long and growing inter-

est in the study of visual motion detection and recognition. Arising from the general

field of artificial intelligence, one of the ultimate goals of computational vision re-

search is to design computational methods and machines matching visual capability of

human eyes. Work on biologically inspired methods may also contribute to the study

of human brain functioning.

The field of computational vision is broad and diverse. It would be much more

fruitful to narrow down the topic to some specifics. Consider the sport of ice hockey,

the most popular sport game in Canada. It would be interesting to ask the following

questions,

• Can a computer program detect where the hockey players are in a given image?

• Can the program map the hockey players in the image to the actual hockey rink?

• Can the program understand what the players are doing? More simply, can the
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program classify the actions of the hockey players into a set of predefined action

types?

• Given a video sequence, can the program automatically annotate the sequence

with trajectory and action information?

People can accomplish these tasks easily. On the other hand, they have been

very challenging for computers.

Besides being intellectually interesting and challenging, visual analysis of hu-

man movement/activity has a number of useful real world applications. One appli-

cation is “smart” visual surveillance. A smart camera not only records video, but

also detects the presence of people, understands their actions and activities. Imagine

mounting a camera in the hallway of a building. The system analyzes the activities of

the persons present in the view of the camera in off-busy hours. It also automatically

reports any unusual and suspicious activities. Such a smart camera can also be used to

monitor ATMs, parking lots, shopping malls, etc.

“Smart” human-computer interface is another application. Being smart means

the system understands the visual actions and reactions of the user and responds in a

more effective way. For example, a person could use hand gestures to control a TV. A

learning program can detect the visual reaction of the learner and change the learning

procedure in a way that better fits the current mood of the learner.

Visual analysis is also useful for sport video annotation. In hockey, one is

not only interested in what is in the scene but also what is happening in the scene.

Players’ trajectories and actions serve as a descriptive and compact representation of a

sport video sequence. This representation will make description based content retrieval

possible and plausible. This is one of the goals of this thesis research and the IRIS TRA

project [1].

The study of visual analysis of human movement is not limited to the above

mentioned applications. See the survey paper by Gavrila [17] for more sample appli-

cations which are equally interesting.
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1.2 The Problem

Taking a video sequence described above as the input, the goal of this research is to

recognize the actions of the individual players and be able to automatically annotate

the video sequences. The system needs to deal with all the difficulties presented in the

data. It should also be able to handle huge variations in the appearance of figures of

hockey players.

The input to the system is broadcast-quality videos taken from a single non-

static camera. As one can see from the images in Figure1.1, figures of hockey players

might be substantially blurred. This is partially due to fast camera motion because the

camera needs to follow where the actions are. The overall brightness of the images

also shift occasionally as demonstrated in the second image. What is even worse is

that figures of hockey players often have very different scales. This is either due the

zooming of the camera or the differences in distance from the camera. Markings on

the ice hockey rink present another major challenge.

Figure 1.1:Challenges In the Data Set
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1.3 IRIS TRA Project

This research stems from the IRIS TRA project [1]. The seven-year project is a col-

laboration of researchers from four universities in Canada. The project has four major

research goals,

• Trajectory acquisition and measurement: to track objects and build their appear-

ance models; to construct a common frame of reference.

• Trajectory representation: to develop a new trajectory representation language

that supports high-level interpretation tasks such as object identification and ac-

tion recognition.

• Trajectory querying: to develop new storage and retrieval schemes that support

the effective management of massive spatio-temporal trajectory data.

• Trajectory analysis and prediction: to analyze sub-trajectories and patterns and

use them to predict the immediate future.

As part of the research project, Okuma [33] worked extensively on automatic

trajectory acquisition. To move further the research on the path, it seems very logical

to wonder what the players are doing at any instance in time. This thesis research

contributes in addition to the four major goals of the TRA project.

1.4 System Overview

As shown in Figure1.2, the system is composed of four sub-systems: tracking, stabi-

lization, feature extraction and action classification.

Taking broadcast-quality video as input, the self-initializing multi-target track-

ing sub-system estimates the rough scales and positions of all the hockey players in

the images. It uses color histogram based particle filtering tracking method.

The stabilization sub-system improves upon the result from the tracker. It ac-

curately and consistently estimates the scale and position of a figure of hockey player.

Intuitively, it reliably places a box of correct size around a figure of a hockey player

tracked by the tracker.

4



Given tracks of stabilized figures of hockey players, the feature extraction sub-

system computes motion features to characterize frame to frame body motion. It also

computes pose features for each figure.

Finally, the classification sub-system gives a label for a track based on ac-

tion similarities between a novel action sequence and a library of template action se-

quences. Classification is done using a nearest neighbour framework.

STABILIZATION EXTRACTION
FEATURE

TRACKING
CLASSIFICATION

ACTION

VIDEO SEQUENCE

ACTION DESCRIPTION

Figure 1.2:A System Overview

1.5 Thesis Organization

As an introduction, we give the motivation and set up the problem in Chapter1. In

Chapter2, we review all the closely related work. This includes tracking, action rep-

resentation and recognition. We present the tracking and stabilization algorithm in

detail in Chapter3. Its effectiveness is demonstrated using synthetic and real data sets.

In Chapter4, action representation and classification is presented. We quantitatively

5



compare the performance of different action classification methods that use different

types of features. Lastly, we conclude the thesis and suggest possible future research

directions in Chapter5.
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Chapter 2

Related Work

This thesis involves visual tracking, motion computation, action representation and ac-

tion classification. There is a huge body of literature on these topics. A general review

on them is unnecessary. This chapter chooses to review work that is closely related to

this work. It is divided into two major sections. The first section briefly reviews visual

tracking. The second section is on action representation and classification. For a more

comprehensive survey on visual analysis of human movement, see the work by Gavrila

[17]. The review on human motion analysis by Aggarwal [2] is also quite general.

2.1 Tracking

Visual tracking traditionally has been an active area of research in computer vision.

More recently, visual tracking of people is getting increasing attention among compu-

tational vision researchers. This is mainly due to the increasing interest in the moni-

toring and analyzing of human activities in many applications. Tracking often is the

necessary first step in many action/event/activity recognition systems.

Before tracking an object, one needs to define what to track first. In the case of

people tracking, a model representing a person is required. Based on object models be-

ing used, visual tracking methods can be broadly classified into two major categories:

those with explicit object shape models and those without a priori knownledge of an

object shape. Methods employing human shape models work better on higher reso-

lution images. In the image sequences with which this work is demonstrated, human

figures are typically dozens of pixels tall. They are so called “30-pixel men” [13]. Al-

7



gorithms without explicit human shape models look more promising for this kind of

data.

Quite naturally, there is a large amount of previous work that takes advantage

of a priori shape models. Examples are the works by O’Rourke and Badler [36], Hogg

[21], Rehg and Kanade [40], Gavrila and Davis [18], Wren et al. [47], Ju et al. [26],

Bregler and Malik [7], Sidenbladh et al. [44], Ramanan and Forsyth [39]. Although

these methods can potentially perform better than those making no use of a priori shape

models, their usefulness is generally limited for two reasons. Firstly, constructing an

appropriate shape model for an object normally involves a substantial amount of work.

Secondly, it is not always clear whether the same algorithm will work well on different

objects with different shape models.

Visual tracking methods with more potential for generality are those that only

make use of image appearance models. Although this work is tested with sport video

data, it also strives to be general. Appearance based approaches are being considered

for this reason. Since the goal of this research is not developing a better tracking

algorithm, existing tracking methods are reviewed briefly.

Comaniciu et al. [10] use color histograms to model the appearance of objects

to be tracked. The distanced(y) between the candidate distributionp̂u(y) proposed at

positiony and the target distribution̂qu is based on the Bhattacharyya coefficient and

is defined as,

d(y) =

[
1−

m∑
u=1

√
p̂u(y)q̂u

]1/2

(2.1)

wherem is the number of bins used for the color histogram. Color histogram vectors,

p̂u(y) and q̂u, are normalized to have unit length. Mean shift iterations [9] are used

to search for the best candidate image locations. This algorithm iteratively shifts a

window to the average of the data points within. It guarantees to converge to a local

density maximum [9]. Their experiments showed that this approach is robust to partial

occlusion and clutter.

Perez et al. [37] use a histogramming technique based on the Hue-Saturation-

Value (HSV) color space to model an object of tracking interest. The same distance

metric as seen in Equation2.1 is used to measure the difference between a candidate

distribution and the reference distribution. A Monte Carlo probabilistic tracking tech-
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nique is used. Unlike a deterministic approach such as [10], the use of particle filtering

allows a tracked object to be completely occluded for a short time interval. This is due

to the capability of particle filtering to momentarily allow multiple modes for posterior

distributions. They also proposed a multi-part color model to capture the rough spatial

distribution ignored by a global color histogram.

Jepson et al. [24] presents a framework that adaptively tracks an object. The

appearance of an object is modeled by phase-based features called steerable pyramids

[15]. In particular, three components were used to model an object that changes its

appearance over time: a stable component, a two-frame transient component and an

outlier process. This generative model intends to capture the most stable, the most

recently changed, and misleading appearance aspects of a tracked image region. The

tracking method is adaptive because an online EM-algorithm is used to update the

appearance model of an object while tracking. The method is demonstrated to work

reasonably well on tracking of body parts. However, it is in doubt whether the same

method will work well on whole body tracking where the appearance of a person might

change dramatically.

Okuma et al. [34] developed a tracker that automatically initializes itself. This

work successfully combines the work by Vermaak et al. [45] and Adaboost detecting

method by Viola and Jones [46]. The detection result from the Adaboost hockey player

detector is incorporated into the proposal distribution of particles as the following,

q∗B(xt|x0:t−1, y1:t) = αqada(xt|xt−1, yt) + (1− α)p(xt|xt−1) (2.2)

whereqada is a Gaussian distribution proposed from the Adaboost detection.p(xt|xt−1)

is a standard distribution proposal that models the dynamics of the particles by auto-

regression. The value ofα is dynamically adjusted according to how far the mean

of an Adaboost detection cluster is from a auto-regressive proposal. This approach

is successfully demonstrated using videos of ice hockey sport. However, the system

has some limitations. Firstly, the color histogram model of a figure of hockey player

is fixed once a track is initialized. This non-adaptive approach leads to a tracker that

does not accurately detect the position of a tracked object. Secondly, due to the limited

nature that a regional statistic feature captures, the tracker often gets confused when

two hockey players from the same team get close to each other.
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2.2 Action Representation and Recognition

Human movements are non-rigid and complex. There is a lot of work that focuses on

specific parts of a body such as the face and arms. We focus on whole body motion.

Human whole body motion can be classified as being periodic and non-periodic. These

two types of motion generally have very different characteristics. For periodic motion,

researchers are generally interested in the periodic properties such as frequency, am-

plitude and phase. Although these features characterize certain types of motion, such

as walking and running, very well, their generality is limited. This section reviews

work that focuses on periodic as well as non-periodic motion.

To be successful in recognition, an action recognition algorithm needs to deal

with spatial and temporal shifting and scaling. In the most general case, a figure of a

person changes its position, shape and scale from frame to frame. This is either due to

the movement of the person or the motion of the camera. A tracker is needed to follow

the subject. Actions rarely occur at the exact same speed, so all approaches need to

handle speed variations either explicitly or implicitly.

This brief review on motion representation and recognition is divided into two

subsections: periodic motion and non-periodic motion.

2.2.1 Periodic Motion

Both natural and man-made objects exhibit periodic motion. Examples are people

walking, dogs running, wheels rotating. In general, periodic motion is easier to detect

and recognize than non-periodic motion. This is due to the fact that periodic motion

exhibits stable patterns over an extended time interval. For periodic motion, there is

often no need to deal with temporal shifting. Temporal scaling can also be handled

principally by using the fundamental frequency of the motion. Depending on spe-

cific ways to detect periodicity, methods that take advantage of periodic properties of

motion have the potential to be view-independent.

Seitz and Dyer [42] developed a framework that allows affine-invariant analy-

sis of cyclic motion defined as motion with non-stationary repeating frequency. They

introduced a distance function that compares image points under different affine pro-
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jections. A temporal correlation plot is computed using the distance function. This,

however, requires point correspondences being established. Period trace is also be-

ing proposed to characterize cyclic motion. Experiments were conducted on video

sequences of a person walking and a turntable rotating in a controlled environment.

Both objects wore markers.

Polana and Nelson [38] developed a method that detects and recognizes non-

rigid, periodic motion. Motion between each successive pair of image frames is char-

acterized by normal flow magnitude. Motion in one cycle is represented by a coarse

uniform mesh ofX × Y × T cells, whereX andY are spatial divisions, andT is

the temporal division. Spatial shifting and scaling is handled by assuming the motion

to be stationary or stabilized by an accurate tracker. The detected periodic motion

is temporally normalized using the fundamental frequency of the motion computed by

Fourier analysis. Temporal shift is handled by simply trying all possible discrete phase

shifts. Three different types of local statistics in each cell are compared: the sum of

normal flow magnitude, the dominant motion direction and the sum of magnitude of

motion projected in the dominant motion direction. The first type of statistic, named

total motion magnitude, performs the best in terms of recognition accuracy. A nearest

neighbor approach is adopted in the classification of motion features. In their exper-

iments, they divided bothX andY into four divisions. T was picked to be a value

of six. This resulted in a motion feature vector with96 dimensions. Although their

approach demonstrates high classification accuracy, real world actions are not all peri-

odic. This is especially true for sport actions that we are considering in this research.

Figure2.1 is a pictorial view of the motion feature vectors for a sample walk and a

sample run.

The work by Little and Boyd [28] takes the recognition of motion a step for-

ward. Their work is not only interested in the type of motion, but also the character-

istics of motion exhibited by individuals. They characterize an image sequence of a

person walking across a static camera by a phase vectorF of lengthm − 1, wherem

is the number of periodic signals studied. One of the signals is picked as the reference

signal using which the fundamental frequency is estimated. The signals are derived

from four spatial distributions of motion: moving pointsT , moving points scaled by

11



Figure 2.1:Total Motion Magnitude Feature Vector

These are total motion magnitude feature vectors used in the work by Polanna and Nel-
son [38] for a sample walking (on the top) and a sample running (at the bottom) cycle.
The size of each cell in the figure is set to be proportional to the sum of magnitude of
the normal flow in that cell. The figure is taken directly from [38].

the magnitude of flowT |(u, v)|, |u| and |v| components of the motion flow. The

centroid and second moments are computed for each distribution. Moving points are

defined as pixels with non-zero displacements. Motion flow is computed by minimiz-

ing the absolute difference between two image patches within a defined neighborhood.

Following the approach by Fua [16], the motion flow algorithm is run twice. Each

time a different image from the two successive image frames is chosen as the refer-

ence frame. At any image location, if the sum of the displacements is not zero, the flow

at that image location is marked as zero. In their experiments, the vertical component

signal of the centroid of the moving points is found to produce the best estimate for

the fundamental frequency. The phase feature computed using this signal as the ref-

erence is invariant to temporal shifting and scaling. Although this method performed

well on the small testing data set, it is not clear whether the feature used is scalable to

much larger data sets. Also, the setting for the experiments requires a person to walk

across a static camera with little or no depth change. Figure2.2 shows the centroids

and moments ofT andT |(u, v)| of a person walking.

Cutler and Davis [11] developed another novel approach for robustly detect-

ing and analyzing periodic motion. A self-similarity matrix is used to characterize a

cyclic motion. Different types of cyclic motion generally have very different recur-

rency patterns. To robustly analyze the periodicity of the motion, autocorrelation of

the self-similarity matrix is computed. By smoothing the autocorrelation matrix with

12



Figure 2.2:Sample Motion Feature Used in the Work by Little and Boyd

This figure shows sample features used in the work by Little and Boyd [28]. The cen-
troids and moments of moving pointsT and moving points scaled by flow magnitude
T |(u, v)| are shown in each image. The box and the solid line are for moving points.
The cross and the dashed line are for moving points scaled by flow magnitude. Second
moments with respect to axisX andY are illustrated by the major and minor axes of
the ellipse. This is taken directly from [28].

a Gaussian filter, peaks are detected at the points where strict local maxima occur

within a neighborhood of radiusN . A lattic fitting technique detailed in [11] is used

to classify objects with quite different cyclic motion. This area-based approach has an

attractive property of being view-independent. The robustness of periodicity analysis

based on autocorrelation also does not require an accurate tracker in the case that a

moving camera is used. The method was also shown to handle objects with very lim-

ited resolution. As an application example, they used the method to classify three types

of objects with cyclic motion: people running, dogs running and others. However, it is
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not very obvious whether the method could be used to handle more detailed motion of

the same object. Figure2.3shows the self-similarity and autocorrelation matrices of a

person running and a dog running.

Figure 2.3:Self-Similarity Matrix and Autocorrelation Matrix

The top row shows the self-similarity and autocorrelation matrices for a running per-
son. The bottom row shows that for a running dog. The two types of motion have quite
different recurrency patterns. This is directly taken from [11].

2.2.2 Non-Periodic Motion

Although periodic motion is seen often in nature, non-periodic motion is more gen-

eral. In sports, non-periodic motion occurs far more often than periodic motion. Even

though periodic motion does occur, its time-span is usually very short. Non-periodic

motion in general is more difficult to deal with. Unlike periodic motion where tempo-

ral scaling and shifting do not pose any difficulty, there is no principled way to handle
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temporal scaling for non-periodic motion. As a result, ad-hoc techniques are often

used.

The work by Yamato et al. [48] is one of the earliest attempts that use low level

image features to characterize human body postures. In particular, a binary image is

divided into a uniform mesh of image patches. The percentage of black pixels in each

image patch becomes the value of the element in the feature vector. The binary image

is the threshold result of a background subtracted image. An Hidden Markov Model

(HMM) is constructed and trained for each type of action that the system intends to

recognize. The major drawback of this approach is the requirement of a static camera

so that background can be easily removed from the images. Also, the representation

does not capture any motion information.

Davis and Bobick [12] introduced motion energy images (MEI) and motion

history images (MHI) as temporal templates to represent action sequences. MEIs are

binary images. The value of a pixel in an MEI only indicates whether motion has

occurred at that image position during a time intervalτ . That is, MEIs represent where

motion has occurred. MHIs are scalar images. The value of a pixel in an MHI is a

function of recency of motion. MHIs represent how motion has occurred during the

same interval. Direction of motion which is important motion information is implicitly

encoded. The use of MEIs and MHIs to represent motion effectively translates an

action recognition problem into a well-known visual pattern classification problem.

Seven Hu moments [22] are used as compact representations of MEIs and MHIs. Hu

moments are known to be scale and translation invariant. This resolves spatial scaling

and shifting in a principled way. Temporal scaling is handled by using a backward

looking variable window. This technique searches all time intervals between the given

maximum (τmax) and minimum (τmin) values ofτ with a chosen granularity∆τ .

Figure 2.4 shows the MHIs of a person with arms waving and a person crouching

down.

The work by Efros et al. [13] focuses on recognizing actions that occur in the

medium view field. These “little guys” were coined “30-pixel men” by the authors.

Since spatial resolution is very limited, optical flow computed from tracked and stabi-

lized figures is very noisy. They made use of noisy optical flow by dividing it into four
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Figure 2.4:Motion History Images

The image on the right is the motion history image (MHI) for the person performing
the action in the left image. The top row is a person with arms waving. The bottom
row is a person crouching down. The brighter the pixel the more recent the motion is.
The figure is taken directly from [12].

separate non-negative channels:F+
x , F−

x , F+
y , F−

y . This sparse channel data is then

smoothed with a simple Gaussian kernel. This blurring of channel data makes patterns

of motion more useful in recognition than exact positions where motion flow occurs.

Frame-to-frame motion similarity, defined as sum of correlations over four channels,

is computed between the current frame and all the frames in the library. This results

in a frame-to-frame similarity matrixSff . To account for action speed variations, the

authors propose to convole matrixSff with a blurredX shape kernel to produce the

final motion-to-motion similarity matrix. This kernel is defined in Equation2.3.

K(i, j) =
∑
r∈R

w(r)χ(i, rj) (2.3)

whereR is the range of rates andw(r) are weights. This kernel weights more at points

closer to the diagonal line. Its pictorial view is seen in Figure2.5(b). Their approach

is successfully tested on videos of ballet, tennis and soccer. This work has two limita-

tions. Firstly, it uses a simple correlation based tracker to remove translational motion.
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This tracker is known to have drifting problems. Secondly, when motion is small, the

result could be very unreliable. Our work is largely inspired by this work.

Figure 2.5:Frame-to-Frame Similarity, Kernel and Motion-to-Motion Similarity

(a) A sample frame-to-frame similarity matrixSff . (b) Convolution KernelK. (c)
Convolution result ofSff with K as motion-to-motion similarity matrix. This figure
is taken directly from [13].

17



Chapter 3

Tracking and Stabilization

While translational motion of a figure of hockey player in the image space might be

an important cue for action recognition, it is often a misleading cue due to camera

motion. For example, in the data considered in this research, a hockey player might be

running toward left while the camera is panning to the right. A player might also be

running toward the camera while the camera is zooming out. A principled way to deal

with these situations is to remove all types of camera motions. Following the work by

Efros et al. [13], we choose to first track and stabilize the figures of hockey players

in a hope to explore a simple yet effective method. The method should also be more

generic since there are cases where camera motion is very difficult to remove. The

tracking and stabilization process effectively removes translational motion and motion

as a result of scale change of figures over time.

3.1 Tracking

As part of the previous stage work in the research project, Okuma et al. [34] developed

a Boosted Particle Filter that automatically initiates itself and tracks multiple figures of

hockey players in the image space. Their approach successfully combines the mixture

particle filters by Vermaak et al. [45] and the AdaBoost object detection method by Vi-

ola and Jones [46]. The method not only tracks multiple objects, but also automatically

handles objects entering and leaving the scene.

A well known issue with the included boosting method is that it needs a huge

training data set to be effective. If all the training figures of hockey players are to be
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collected manually, it is going to be a very time-demanding task. To reduce the burden,

only a few hundreds of such figures are collected by hand as shown in Figure3.1. They

are normalized to the same size and mean intensity.

Figure 3.1:Sample Manually Collected Training Set for the Tracker

This is a subset of manually created training set. They are prototypical in the sense
that they differ a lot in terms of body configuration.

With the initial training set, a simple program is used to automatically collect

many positive training samples. The program is based on a version of normalized

correlation. It exhaustively searches all the locations and scales in the given images. It

then outputs all the positive patches which have scores higher than a threshold value.

The threshold is set to be a moderately low value so that figures which are reasonably

different from the initial set will be found. Correlation scores are kept for all the

patches to help the manual selection. The program runs for many hours since the

process is computationally very expensive. This is fine since it is a one-time process.

The outputs from the program are then manually checked since there are lots of false

positives. Figure3.2shows some examples from the final positive training data set.

Negative training samples are collected by randomly selecting image patches

of varying sizes from given hockey scene images not consisting of any figure of hockey

player. While trying to collect a representative set of negative examples, the experi-

ence with the boosted tracker suggests it has more difficulty with hockey rink glass

boundaries. Closer attention is paid to collect negative samples from those areas in the

images.

Since the system is demonstrated on the same domain as the work by Okuma

et al., no special effort is paid to optimize the structure and coefficients of the cascaded

layers of the boosting hockey player detector. One of the overlooked issues in their
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Figure 3.2:Sample Positive Training Set for the Tracker

These are samples from the final training set after manual checking is done. All the
patches are normalized to have equal size.

work was that the positive training data set was not carefully collected. This research

only focuses on this part to make the tracking system more effective. However, no

comparisons are made.

3.2 Stabilization

To reliably capture motion information, the input to the motion computation subsystem

should possess two properties. Firstly, it should include the whole figure and be figure-

centric. This gives the system the opportunity to capture as much motion and pose

information as possible. Secondly, it should be consistent. That is, no matter where

the tracker starts in a sequence, given similar body poses of hockey players, the outputs

should also be similar. The second property translates directly into the intuition that

the computed scales of a consecutive sequence of figures form a smooth curve if little

or no camera zooming is present.
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Although the boosted particle filters track hockey players’ positions and scales

in the image space reasonably well, it is clear that the tracking result is not adequate

for an action recognition system. The major problem with the result is that the tracked

positions and scales are not very accurate. This makes the computation of motion

and pose features very difficult. As one can see from Figure3.3, the result may be

positioned only on one part of a figure. Even when the position is accurate, the result

may not include the whole figure. Since the mistakes made by the tracker are not

consistent, there is no simple way to correct it.

Figure 3.3:Issues with the Existing Tracker

Three sample tracking sequences from the boosted particle filter tracker. The box
drawn on an image shows the position and scale estimated by the tracker at that in-
stance in time. Every sequence on each row is from consecutive frames.

There are, in principle, two approaches to alleviate the problem in the exist-

ing tracker. The first approach is to develop a better tracker. This has proven very

challenging over decades of research in computational vision. The second approach is

assuming that the result is inaccurate and trying to make the best use of it.

We choose to refine the tracking result from the existing tracker. The refine-
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ment process serves as a bridge between the tracker and the subsequent action classifi-

cation system. It can readily make use of recent advances in object recognition [29, 8]

and fast template matching [27, 20]. Since the tracking result is roughly accurate, it re-

duces the computation of the refinement process enormously. This refinement process

is referred to as thestabilizationprocess in this thesis. Since the stabilization process

only makes use of the output of the tracker and does not feedback any information to

the tracker, it is clearly the second approach. This approach is taken mainly because it

does not require any inner working knowledge of the tracker. Once the effectiveness

of the method is demonstrated, incorporating it into the tracker will not take too much

effort.

Given a sequence of image patches consisting of figures of hockey players, the

goal of the stabilization process is to produce a sequence of image patches that are

figure-centric, position-consistent and size-normalized. The stabilized result should

allow reliable extraction of motion and pose features. The process needs to handle sig-

nificant frequent background changes and occasional sudden brightness shifts. More

importantly, it needs to handle low resolution images since image sequences are digi-

tized from broadcast-quality video footage. In the following sections, an overview of

the stabilization algorithm is first given. Then details that are important to the algo-

rithm are presented.

3.2.1 Overview

Taking the output from the tracker as input, the scale of a figure estimated by the

tracker is enlarged by a constant factor. This ensures that the image regions almost

always include the whole figures. Based on the observation that the estimates given

by the tracker intend to focus on the upper bodies of figures, the image regions are

slightly shifted downward.

The stabilization process is divided into two stages. The goal of the first stage

processing is to quickly scan for the rough position and scale of the figure of hockey

player included. The goal of the second stage processing is to compute the position

and scale consistently while preventing the stabilizer from drifting.

In this research, an assumption that every patch contains only one figure is
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made. This is largely valid because the subsystem takes the output of the tracker as the

input. Even if multiple figures are present in a patch, the first stage processing makes

very infrequent mistakes to identify the right figure because it uses the stabilized result

from the previous frame as the template. The only case where the stabilizer might

make frequent mistakes is when a patch for a new track contains multiple figures.

In this case, the figure with a pose that is most similar to the library of templates

wins. One simple heuristic to alleviate this problem is to search for a smaller image

region when a new track is initiated. Figure3.4gives an overview of the stabilization

algorithm.

Although a more advanced fast method such as [20] could be used at the first

stage, developing a super fast system is not the focus of this research. A multi-

resolution template matching method detailed in Section3.2.3 is used. Depending

on whether it is an update to an existing track or not, different templates are used. If a

patch of figure is the start of a new track, a few generic templates are used. Otherwise,

the figure patch must be an update to an existing track. The stabilized result from

previous frame is used as the only template.

At the second stage, a large collection of templates are used. This thesis pro-

poses to use a mixture of templates to estimate the final position and scale of a figure.

This subprocess is namedconsistency matchingin this thesis. The detail of the method

is presented in Section3.2.2below.

There are some reasons to decompose the stabilization process into two stages.

When a figure stands for the start of a new track, the generic templates are used solely

for efficiency. Although efficiency is not a concern of this research, this, however,

is simple to implement yet very effective. It eliminates a huge number of unlikely

matches. When a figure is an update to an existing track, the previous stabilized figure

is most likely the best possible template that the system knows. If the first stage is the

whole process, it is no different from a plain correlation-based tracker. Such a tracker is

widely known for having the drifting problem because errors accumulate quickly over

time. More importantly, the fundamental problem of this kind of tracker is that it does

not have any sense about what a tracked object might look like. The use of a collection

of templates at the second stage serves as the prior knowledge. It carefully examines an

23



Update?

Fresh
Matching

Consistency
Matching

Two-Stage Stabilization

Tracking Output

Y N

Stabilized Figures

Updated
Matching

......

Figure 3.4:Stabilization Algorithm Overview

Shown at the top left is the stabilized figure from previous frame. Shown at the top
right is a generic template. A large library of figures of hockey players are shown at
the bottom. These templates are used in the consistency matching at the second stage.
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image region estimated from the first stage using a large collection of template figures

of hockey players. Finally, consistent parameter values are given based on responses

from multiple best matched templates.

3.2.2 Consistency Matching Using Mixture of Templates

Consistency matching is the most critical component of the stabilization algorithm. Its

output will be directly used for the computation of motion and pose features. Two goals

are achieved at this stage: preventing drift, and consistently computing the position and

scale of a tracked figure.

In order to prevent the system from drifting, one way is to provide it some

prior knowledge about what a stabilized figure might look like. This suggests that ob-

ject recognition methods would be helpful. Due to the low spatial resolution of the

images, template matching methods are considered. In particular, a template match-

ing algorithm based on a version of normalized correlation is used. The normalized

correlation comes from standard text books and is shown in Equation3.1.

c(i, j) =

∑H−1
y=0

∑W−1
x=0 (T (x, y)− T ) · (I(i + x, j + y)− I(i, j))√

var(T ) · var(I(i, j))
(3.1)

where,

var(T ) =
H−1∑
y=0

W−1∑
x=0

(T (x, y)− T )2

var(I(i, j)) =
H−1∑
y=0

W−1∑
x=0

(I(i + x, j + y)− I(i, j))2

T is the template.I is the image being scanned.T is the mean of the template.I(i, j)

is the mean of the image patch centered at(i, j) with a size ofH × W . And finally

c(i, j) is the correlation score for the patch centered at(i, j).

One way to estimate the parameters (position and scale) is simply making use

of the best matched template. This, however, produces parameter values that often

have sudden shifts. Although some kind of smoothing could be done afterwords, ex-

periments clearly show that this simple scheme is not effective enough. It is worth

noting that, while the effect of position shifts could be largely removed by using some
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heuristics, the effect of sudden scale change could be troublesome. This is discussed

in more detail in chapter4.

We propose the use of a mixture of templates to estimate the parameter values.

Let {T0, T1, ..., Tn−1} is a set ofN best matched templates. Associated with every

match is a scaleα and a position(x, y). The estimated scalêα and position(x̂, ŷ) are

then computed as,

α̂ =
N−1∑
i=0

(wiαi) (3.2)

x̂ = α̂
N−1∑
i=0

(wi
xi

αi
) (3.3)

ŷ = α̂

N−1∑
i=0

(wi
yi

αi
) (3.4)

where,

wi =
c2
i∑N−1

j=0 c2
j

That is,wi is a normalized weight defined as a quadratic function of the cor-

responding normalized correlation coefficient. The quadratic function allows the tem-

plates that are found to be more similar to the current figure to make bigger contribu-

tions. The specific choice of the weighting function was determined by experiments.

The use of a mixture of templates to estimate the parameter values mainly ad-

dresses three issues. The first issue addressed is that it is not feasible if not impossible

to collect a reasonably complete set of templates. A novel figure of hockey player al-

most always resembles a set of templates rather than only one template. As the player

moves, the configuration of the figure changes. The changes are normally smooth. If

one best template is used, the best template wanders among a set of templates. This

results in stabilization results that have frequent jumps. If, however, a mixture of tem-

plates are used, the stabilization results will have smooth changes although the best

template still changes frequently.

The second issue addressed is that, no matter how careful, the set of templates

collected always has inconsistency problem among groups of similar templates. If

one best template is used, the problem normally gets magnified because a novel figure
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rarely matches exactly to any template in the library. A mixture of templates helps be-

cause templates that are consistent normally dominate assuming most of the templates

in the library are consistent.

The third issue addressed is that, no matter how many scales are sampled, the

set of scales are discrete. If only one template is allowed, a “wrong” template might

end up matching better to a novel figure than the “should-be” template. If multiple

templates are used, the “should-be” template still contributes. Its contribution is re-

duced only slightly assuming the sampling of scale is not too coarse. This effect was

clearly observed in the experiments. It is too often that multiple templates match al-

most equally well to a novel figure. They, however, suggest slightly different scales.

Although it is possible to do the matching across the whole images, it is unde-

sirable to do so. We think it is a good idea to combine a coarse yet efficient algorithm

such as AdaBoost detection with a more refined but often slower algorithm.

3.2.3 Pyramid Based Template Matching

Global template matching based on all pixels is used in both stages of the stabilization

algorithm. This technique is very flexible as it does not require any image features

such as points, lines or textures to be detected. Although a straightforward implemen-

tation with brute-force search is sufficient to illustrate the idea, the initial experience

suggests that the process is too time-consuming. To speed up the experiments, faster

methods are needed. Since normalized correlation is used to measure image similarity,

transformed approaches such as Fast Fourier Transform [35] cannot be used.

There is a huge body of literature on template matching. Numerous fast tem-

plate matching methods have been developed. Examples are normalized correlation

matching using multiresolution eigenimages by Yoshimura and Kanade [49], fast nor-

malized cross-correlation algorithm by Lewis [27], globally optimal template match-

ing using low-resolution pruning by Gharavi-Alkhansari [19], and pattern matching

using projection kernels by Hel-Or and Hel-Or [20].

We adopt a coarse-to-fine approach. Specifically, a modified version of tem-

plate matching using image pyramids is implemented. Although a typical multi-

resolution template matching method will speed up the computation by a large con-
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stant factor, there is more one can do to save even more computation. For example,

one could ask this question: Can a large portion of the templates be eliminated with

little or no computation?

The stabilization algorithm assumes the tracking data given by the tracker does

not have wrong data associations. If a figure is an update to an existing track, the best

set of templates that the system can find will be similar to the best set of templates

previously found. Using this set, a program would easily eliminate a large portion of

totally unrelated templates. Making such an assumption is not necessarily dangerous

because one can easily find that, to be most conservative, at least half of the templates

in the library are significantly different from any one template. What is dangerous,

however, is that the system can easily get lost if too much of this fact gets exploited.

Figure3.5 shows the similarity matrix of a set of randomly selected templates from

the library.

Starting from the most coarse level, the algorithm searches an image region

for the best matches using a set of given templates. After the search is done, a set

of matching parameters is kept for the next finer level matching. The set is a small

fraction of all the matches. It includes multiple top matches of a single template at

multiple image locations and top matches for different templates. At the finest level,

a fixed number of top matches are kept. This mixture of top matches is used for final

parameter computation as described in Section3.2.2.

3.2.4 Templates Collection

As one of the preparation steps for the stabilization algorithm, templates need to be

carefully collected. Consistency is the most important property that the library of

templates should have. That is, templates with figures of hockey players who have

similar poses should have similar scales and positioning. If two or more figures with

similar poses have significantly different scales or positioning, the stabilized figures

with similar poses to the inconsistent templates tend to have shifting parameters. This

will be seen in one of the experiments with synthetic data in Section3.2.5.

If all the templates are to be collected manually, not only it is very human-

demanding but also people are not very consistent. Although estimation of parame-
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Figure 3.5:Similarity Matrix of a set of Templates Randomly Selected from the
Library

Normalized correlation scores are shown as square patches. The darker a patch, the
higher the correlation score. Negative correlation scores are set to zeros.

ters by a mixture of templates alleviates the consistency issue to a certain degree, the

consistency is, by a large extent, defined by the library of templates. We adopt an

incremental approach to the collection of templates.

To get the bootstrap process started, a small set that consists of dozens of tem-

plates is manually collected. Since the figures of hockey players in these templates

have very different poses, consistency is hardly an issue. Using the first real image

sequence as the input, the stabilization process is executed with the initial set of tem-

plates. This produces a much larger set of stabilized figures. The set is then manually

checked. All the figures that are deemed consistent are included into the library. Also,

the output image sequence with stabilized figures marked are browsed. Once a figure

that has a very bad stabilization result is found, it is manually collected and added into

the library. These are normally the figures that exhibit very different poses from the
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original figure set. The process is repeated a few times. After most of the figures are

stabilized well for the template collection sequence, a library with a very large number

of templates has been collected.

While one could include all the figures from the very large set into the final

library, it is more efficient to use a smaller number of templates because many of

the figures of hockey players in that set have very similar if not identical poses. A

simple program is used to select the final set from the much larger set. The program

implements the template selection algorithm seen in Algorithm3.2.4,

Template Selection Algorithm

Given a set ofN templatesT = {t0, t1, ..., tN−1}, assumeti andtj are equally good
to represent the set for anyi, j ∈ {0, 1, ..., N − 1}. The goal is to find a set ofM
templatesT ′ =

{
t′0, t

′
1, ..., t

′
M−1

}
such that the setT ′ is one best representative of the

setT , whereM <= N .

1. Initialization:

• Select the first template: Randomly remove a template from setT . Put the
template into setT ′ and let it bet′0.

• Select the second template:

– Compute the correlation scores betweent′0 and all the templates in set
T .

– Remove the template that has the least correlation score witht′0 from
T . Put the template into setT ′ and let it bet′1.

2. Iteration: While the number of templates in setT ′ is less thanM ,

• Compute correlation scores between every pair ofti ∈ T andt′j ∈ T ′.

• For eachti, find the top two largest correlation scoresc1 andc2. Compute
pi = (1− c1) · (1− c2). This forms setP = {p0, p1, ...}.

• Find the largest elementpk from setP . Remove the corresponding tem-
platetk from setT . And the template into setT ′.

• Repeat.

Algorithm 1: An algorithm that selectsM out of N templates. The selected set is
meant to be one best representative of the original set. The selection is not unique. It
depends on where the algorithm starts.

Intuitively, the algorithm selects templates that are well separated in terms of

image distance based on normalized correlation. In other words, the algorithm favors
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distribution over clustering of poses. It not only avoids the presence of many similar

templates but also finds templates that are very distinct. Given the same library size,

the templates selected by this algorithm performs better than a randomly selected set.

It is worth noting that the algorithm is only meant to be an illustration of what

could be done to the selection of templates. No effort was made to select or develop

an efficient algorithm. The correlation scores between each pair of templates can be

precomputed. The correlation scores form a triangular matrix with 1’s on the diagonal.

The program is used only a few times. The number of templates are not too large to be

handled.

The algorithm makes a strong assumption that all the templates from the se-

lection set are equally good. This is normally not the case in reality. This, however,

does not render the algorithm useless. Human intervention can be used in both the

initialization step and between the iterations. In the experiments, human judgment is

used to further improve the creation of a consistent library of templates.

If figures of goalies are to be included in the library, it is better to separate the

selection of templates into two groups: one group for the goalies and another group

for all other players. This is due to the fact that goalies tend to have poses that are very

different from all other players. This is one of the drawbacks of a view-based approach

using template matching methods.

3.2.5 Experiments

As the part of the TRA project, very naturally all the experiments are done using ice

hockey sport video with broadcast quality. Three image sequences are digitized. The

first sequence consists of about 2300 frames. The second sequence has around 2100

frames. The third sequence consists of about 2800 frames. All three sequences are

from the same game. The sequences are chosen so that a good top-end view is gener-

ally the case. From this view point, most of the hockey players are in the view field

of the camera. Since one of our goals is to augment the tracking data with action in-

formation, it is most useful if they are mapped into the rink coordinates. The mapping

system requires a good view of the hockey rink to find reliable image features. This is

discussed in Okuma’s thesis [33].
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Templates are collected from frame 1 to frame 1399 of the first sequence.

Around six hundred templates are finally selected. Figure3.6 shows a subset of the

library of templates.

Figure 3.6:Sample Templates Collected

In order to test the effectiveness of the proposed stabilization method, a num-

ber of objective experiments are conducted. The initial experiments indicate that the

position of a figure is generally accurate if the scale estimate is not far off. Also, as

already mentioned, position shifts are relatively easier to deal with than scale shifts.

The focus of the experiments is on consistently estimating the scale of a figure.

Synthetic Data

One of the best ways to test the effectiveness of any algorithm is to verify the output

against the ground truth. Since the ground truth of the scales of a figure of hockey

player in a real image sequence is unknown, synthetic image sequences are created

for the purpose of testing. Three image frames are randomly chosen from three real
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image sequences. Each image contains several figures of hockey players. The three

images are then resized by a linearly increasing scale factor with cubic interpolation.

An image sequence with 21 frames are created for each of the three images.

Figure3.7 shows sample frames from the first and the second synthetic test

sequences. While the exact scale of a figure in an image is subjected to the definition

of the library of templates, the relative scales of the images in a synthetic sequence are

known.

Figure 3.7:Sample Frames from Two Synthetic Test Sequences

On the top (bottom) row, the image on the left is a frame randomly selected from
the first (second) real image sequence. It is also the first frame in the first (second)
synthetic sequence. The image on the right is frame 10 in the first (second) synthetic
sequence. It has a scale factor of 1.2 relative to the image on the left.

Creating the synthetic test image sequences also has some other benefits. First

of all, it is straightforward since the images are only resized. Secondly and most

importantly, the outputs from the tracker are very stable for these sequences because

the tracker uses color histograms to characterize image patches. The global color

histogram of an image patch stays almost constant when the image is resized. As
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a result, the tracker has minimal influence on the outputs given by the stabilization

process.

For each frame, the stabilization subsystem deterministically computes for the

best estimate of the scales for all the figures detected in the scene. With each test

sequence, the same process is run four times. A different number of templates is

specified for each run. For simplicity, the number of templates is chosen to be 1, 5, 9

and 17. No special effort is made to find the best number of templates to use since this

number obviously depends on the size of the template library.

Figure 3.8 shows the scale estimation results for selected figures of hockey

player from the first synthetic test sequence. Figure3.9shows that for the second se-

quence. Since all synthetic sequences are created using the same linearly increasing

set of scale factors, the ground truth for all the scale curves should be a straight line

with the same slope. The initial scale for each individual figure is, however, unknown

and quite likely different. Even if the initial scale is known, the design of the stabiliza-

tion algorithm does not really pay attention to it. The goal of the method is to produce

consistent rather than “accurate” results.

While it is unclear from the plots whether using 9 or 17 templates is always

better than using 5 templates, it is clear that using multiple templates consistently

produces better results than using only one best matched template. Also notice that the

estimation results for the two figures from the first sequence are substantially better

than that from the second sequence. This is a direct consequence of any template

based method. The image used to create the first synthetic sequence is from the first

real image sequence. All the templates are collected from the sequence.

There is a noticeable drift away from the true scale in the second plot of Figure

3.9. This might be explained by the fact that a geometrical series of scales are sampled.

As the scale gets too large, there is a good chance that the true scale is too far away

from the sample scales. This could be alleviated by sampling more scales.

While the testing with synthetic sequences is somewhat simplistic, it does pro-

vide a systematic way to verify expectation against reality. The test procedure also

helps a great deal in tuning for various parameters. It is true that noise could be added

into the sequences, but no big differences are expected since the images are scaled up
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Figure 3.8:Figure Scales Plot For the First Synthetic Sequence

Plots show that estimates by a mixture of templates are better than that by a single
template. The red line (x-mark) is the scales estimated with 1 template. The green line
(star) is the scales estimated with 5 templates. The blue line (diamond) is the scales
estimated with 9 templates. The black line (pentagram) is the scales estimated with 9
templates. A stabilized figure of hockey player is shown at the bottom right.
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Figure 3.9:Figure Scales Plot For the Second Synthetic Sequence

The red line (x-mark) is the scales estimated with 1 template. The green line (star) is
the scales estimated with 5 templates. The blue line (diamond) is the scales estimated
with 9 templates. The black line (pentagram) is the scales estimated with 9 templates.
A stabilized figure of hockey player is shown at the bottom right.
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substantially. Any interpolation scheme used in this process will, for sure, add certain

amount of noise.

Although global features such as color histograms will work very well on these

synthetic sequences, global features in general do not provide good localizations. The

stabilization process does not make any assumption about the formation of an image

sequence.

Real Data

Since the ground truth is unknown to the sequences of real images, the results are pre-

sented purely visually. A box around a figure of hockey player indicates the estimated

size and position for the figure. A digit is also drawn inside each box to indicate the

track ID. To see the effectiveness, stabilization results are compared with tracking re-

sults. They are arranged side by side. The number in the middle indicates the frame

number.

Figures from3.10to 3.12show some stabilized frames from the first real se-

quence. Most of the boxes in the images include the whole figures. Every figure is

roughly in the center of the box. To show the method is consistent, first eight frames

from the first sequence are shown. Since figures of hockey players from adjacent

frames have similar postures, the stabilization results are expected to be similar. The

results shown in Figures from3.10to 3.12demonstrate just that.

Figures from3.13to 3.14show some stabilized frames from the second real

sequence. This is a more difficult test because no sample data is collected from the

sequence. The result is reasonable. However, the system performs not as well as with

the first real sequence. This is a fundamental shortcoming of a template based method.
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Figure 3.10:Stabilization result for the first test sequence

On the left is the tracking result. On the right is the stabilization result. A box around
a figure shows the scale and position estimated for that figure. The numbers in the
middle of the pictures show the frame numbers from the sequence. The number in a
box shows the track identifier.
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Figure 3.11:Continuation of Figure 3.10
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Figure 3.12:Continuation of Figure 3.11
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Figure 3.13:Stabilization result for the second test sequence
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Figure 3.14:Continuation of Figure 3.13

42



Chapter 4

Action Representation and

Classification

The final goal of this research is to recognize actions. Although the task of action

recognition is easy for people, it is a vastly difficult task for computers. The difficulty

mainly lies on finding stable features to character actions. This chapter first presents

the features used in this research. Classification of features then follows.

4.1 Feature Computation

Given a sequence of stabilized image patches with figures of hockey players, it is

necessary to compute a sequence of features to do any classification. Although it is

possible to directly use the intensity of images, it is undesirable to do so for a number of

reasons. Firstly, the image patches might have significantly different brightness. This

is a result of automatic camera gain, sudden camera flashes, or view point changes.

Secondly, hockey players from different teams quite likely wear jerseys that have very

different colors. Thirdly, figures of hockey players in the stabilized image patches

might have inconsistent scales. Lastly, the background on the ice rink normally has

dark markings. Any feature used to characterize an action sequence should try to

minimize the problems affected by all these difficulties.

There are two types of features that could potentially be useful for capturing

the information about an action. The first type focuses on how a figure changes from
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frame to frome. This is known as motion information. Although the computation

of optical flow often uses intensity or color information, optical flow itself does not

encode this information. This makes it a good choice because actions of a person

should not depend on what the person is wearing.

The second type of feature uses instantaneous information. That is, it uses a

sequence of poses to represent an action. Similar to motion information, poses are

independent of image intensity and the scale of a figure. However, the estimation of a

pose often uses image intensity either directly or indirectly.

The following two sections describes two feature types that are used in this

research.

4.1.1 Motion Features

It is natural to attempt to characterize an action sequence by a sequence of motion in-

formation computed between every pair of consecutive image patches. Image motion

has been a long standing topic of research. Numerous methods for computing optical

flow have been developed. The journal paper by Barron et al. [3] gives a compre-

hensive review. They quantitatively compared the performance of many optical flow

methods using sets of synthetic and real image sequences. This includes algorithms

that use differential techniques, methods that use region matching, approaches that are

energy-based or phase-based. The phased-based method by Fleet and Jepson [14] was

found to perform the best overall. Also, local methods such as [30] were found superior

in both accuracy and computational efficiency to methods that use global constraints.

The input to this system is broadcast-quality video. Figures of hockey players

often have very limited spatial resolution. In addition, actions of players are very

fast. This results in significantly blurred images. For these reasons, two methods are

considered in this research: the optical flow algorithm by Lucas and Kanade (LK) [30],

and a correlation-based method. Since these two algorithms for computing optical flow

are well known, they are not described here.

The initial experiments clearly show that the method based on correlation of

small image patches is more reliable than the LK method. This is mainly due to the

nature of the data used in our work. Limited resolution along with significant blur in
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the data makes a correlation-based optical flow algorithm one of the only few good

choices.

To improve matching reliability of small image patches, the cross check tech-

nique by Fua [16] is used. We run the motion computation process twice using one as

the reference frame each time. If sum of the two motion vectors at each pixel location

does not sum to zero, the pixel is marked as invalid. This simple technique is very

effective because it almost produces no optical flow on the ice rink background where

little or no artifical marking or shadow is present. It is well worth the risk that “not so

good” matches will be ignored.

At the background areas where marks are present, optical flow will very likely

be found. To eliminate some of “noisy flow”, any optical flow that can be explained

by the displacement of the figure in the image is simply ignored. This will, of course,

make mistakes. However, the amount of “noisy flow” eliminated is normally much

larger than the amount of “good flow”.

In general, motion features are compact because they capture the information

that changes for a brief period of time. However, they are often very noisy. This is

especially true for the kind of data considered in this research. To make the best use of

optical flow, following the approach by Efros et al. [13], motion flow is divided into

four channels:F+
x , F−

x , F+
y , F−

y . The first two components represent motion flow

occurring on the positive and negative directions horizontally. The latter two represent

motion flow occurring on the positive and negative directions vertically. Specifically,

let Fx(i, j) andFy(i, j) be the optical flow values at image position(i, j) on x andy

axes, then

F+
x (i, j) =


Fx(i, j) if Fx(i, j) > 0

0 otherwise

F−
x (i, j) =


−Fx(i, j) if Fx(i, j) < 0

0 otherwise

F+
y (i, j) =


Fy(i, j) if Fy(i, j) > 0

0 otherwise
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F−
y (i, j) =


−Fy(i, j) if Fy(i, j) < 0

0 otherwise

The four channels of optical flow are then smoothed with a Gaussian kernel

and normalized to have unit vector length. That is,

|F | =

 M∑
i=1

N∑
j=1

(F+
x (i, j)2 + F−

x (i, j)2 + F+
y (i, j)2 + F−

y (i, j)2)

1/2

(4.1)

NF+
x (i, j) =

F+
x (i, j)
|F |

(4.2)

whereNF+
x (i, j) denotes a normalized version ofF+

x (i, j). The other three channels

of flow are normalized in the same manner.

The normalization effectively considers the four channels of motion flow as

one high-dimensional vector. It also makes the absolute flow values less relevant. What

is important, however, is where the motion occurs and how large they are compared to

each other in one frame.

The dividing of motion flow into four channels is mainly for the convenience

of implementation. The general idea is to make the data very sparse so that significant

blurring can be applied. Blurring the data is important for two major reasons. Firstly,

it reduces the amount of noise in the motion data. Secondly, it helps to match motion

flow that is not perfectly aligned in position or normalized in scale.

Shown on the right of Figure4.1 is the normalized flow channel data for the

sample images on the left.

4.1.2 Pose Features

By only looking at one static image, people can often easily tell what a person in the

image is doing. This suggests poses are very useful information in action recognition.

There are a number of methods developed for pose estimation and recognition. Ex-

amples are the work by Rosales and Sclaroff [41], Bradski and Davis [6], Mori and

Malik [31], and Shakhnarovich et al. [43]. Most of the work on pose estimation fo-

cuses on recovering body configuration parameters. These methods can be viewed as

a non-intrusive replacement for current motion capture techniques.
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Figure 4.1:Sample Optical Flow and Flow Channels

Four optical flow channel data are shown on the right. The top left (right) box on the
right figure is the horizontal flow on the positive (negative) direction. The bottom left
(right) box on the same figure is the vertical flow on the positive (negative) direction.
Shown here are scaled images (for viewing) of the normalized flow. The darker the
color, the larger the motion flow.

While recovering full body pose configuration will certainly achieve action

recognition, the task of action recognition is not necessarily as difficult as pose re-

covery. People might easily recognize an action without paying too much attention to

where exactly a moving person’s limbs are. That is, action recognition can be achieved

without going through pose recovery.

We propose to use view-dependent pose features for action recognition. Specif-

ically, image gradients are used to characterize poses. This use of image gradients fol-

lows the success of two major pieces of work: scale-invariant feature transform (SIFT)

by Lowe [29] and geometric blur designed for template matching by Berg and Malik

[5].

Derived from pixel intensities, image gradients are largely intensity insensitive.

Firstly, it is invariant to uniform brightness change. Secondly, if proper normalization

is in place, image gradients are insensitive to uniform changes of the color of a whole

object. This is particularly useful for the kind of data that we are mainly concerning

about. Hockey players normally wear jerseys that have uniform colors although the

specific color for a team is often very different from the other team.

There are more than one way to estimate image gradients. We use pixel differ-
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ences. To reduce the trouble caused by high frequency data, images are first smoothed

with a Gaussian kernel of size 3 or 5. Only image gradients onx andy directions are

considered. Specifically, letL(i, j) denote the pixel intensity of the smoothed image at

position(i, j). Let Gx(i, j) andGy(i, j) denote the image gradients at position(i, j)

on thex andy directions respectively. Then,

Gx(i, j) = L(i + 1, j)− L(i, j)

Gy(i, j) = L(i, j + 1)− L(i, j)

Inspired by the work on geometric blur by Berg and Malik [5], We choose

to decompose the directional gradient data into four components:G+
x , G−

x , G+
y , G−

y .

They are calculated as,

G+
x (i, j) =


Gx(i, j) if Gx(i, j) > 0

0 otherwise

G−
x (i, j) =


−Gx(i, j) if Gx(i, j) < 0

0 otherwise

G+
y (i, j) =


Gy(i, j) if Gy(i, j) > 0

0 otherwise

G−
y (i, j) =


−Gy(i, j) if Gy(i, j) < 0

0 otherwise

where,G+
x andG−

x denote the positive and negative gradient components on thex

axis.G+
y andG−

y denote the positive and negative gradient components on they axis.

These four components are nameddecomposed image gradients (DIGs)in thesis thesis

for convenience.

The decomposition of image gradients into four components effectively trans-

forms dense features in lower dimensional space into sparser features in higher dimen-

sional space. This technique is very effective because features can go through bigger

distortions without suffering the ability to be still matched to each other in higher di-

mensional space. That is, DIGs can be smoothed “harder”. This makes the absolute
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position and scale of a figure of hockey player less important. It helps to alleviate some

of the consistency problems in the stabilization process.

Without proper normalization procedure, similar gradient features will still be

difficult to match with each other. By considering all four components of DIGs as

higher dimensional feature vectors, every such feature is normalized to have a unit

vector length. That is,

|G| =

 M∑
i=1

N∑
j=1

(G+
x (i, j)2 + G−

x (i, j)2 + G+
y (i, j)2 + G−

y (i, j)2)

1/2

NG+
x (i, j) =

G+
x (i, j)
|G|

NG−
x (i, j) =

G−
x (i, j)
|G|

NG+
y (i, j) =

G+
y (i, j)
|G|

NG−
y (i, j) =

G−
y (i, j)
|G|

where,|G| denotes theL2 norm of the feature vector concatenated together by the four

gradient components.

Figure4.2shows some sample DIG features for the images on the left.

4.2 Action Classification

To classify actions, it is necessary to define feature similarity first. The features com-

puted from the previous section only characterize frame to frame motion and static

poses. This section is divided into two major parts. The first part defines feature simi-

larity. The second part describes how actions are classified.

4.2.1 Feature Similarity

Both types of features used in this work are normalized high-dimensional vectors that

have unitL2 norms. Similarity of features is defined as correlation. LetSm
a,b denote

the similarity of the motion flow between framea and frameb. Let Sp
a,b denote the
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Figure 4.2:Sample Decomposed Image Gradients

Four gradient components are shown on the right for the images on the left. For every
image on the right, the top left (right) box is the horizontal gradient component on
the positive (negative) direction. The bottom left (right) box is the vertical gradient
component on the positive (negative) direction. Shown here are scaled images (for
viewing) of the normalized DIG features. The darker the color, the higher the value.

similarity of the poses between framea and frameb. Then,

Sm
a,b =

M∑
i=1

N∑
j=1

C∑
c=1

(NF c
a(i, j) ·NF c

b (i, j))

Sp
a,b =

M∑
i=1

N∑
j=1

C∑
c=1

(NGc
a(i, j) ·NGc

b(i, j))

where,C denotes the number of channels.NF c
a(i, j) andNF c

b (i, j) denote normal-

ized motion on channelc at position(i, j) for framea and frameb. NGc
a(i, j) and

NF c
b (i, j) denote normalized motion on channelc at position(i, j) for framea and

frameb.
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Every feature hasM ×N ×C number of dimensions. The simple correlation

is the dot product of two vectors. Essentially, it projects one unit vector onto another

unit vector. This results in a similarity measurement in the range of[−1, 1].

For every patch in a novel action sequence, the system computes the feature

similarity between the patch and all the patches from all the template action sequences.

This results in a row of similarity measurements in the frame to frame feature similarity

matrix.

In Figure4.4, sample frame to frame motion and pose similarity matrices are

shown on the left.

4.2.2 Classification

Any action consists of a number of frames. To characterize an action, it is necessary to

use features from several consecutive frames. If actions occur at the exact same speed,

simply adding feature similarity measurements from a number of consecutive frames

would suffice. This, however, is rarely the case in any realistic situation.

To account for uncertainty in the speeds of actions, we adopt the technique

from the work by Efros et al. [13]. A feature to feature similarity matrix is convolved

with anX-shaped kernel to produce an action to action similarity matrix. This kernel

has two important properties. Firstly, it gives bigger weights on the diagonal entries.

Secondly, entries that are further from the center of kernel are more diffused. Mathe-

matically, the kernel is defined as,

K(i, j) =
∑
r∈R

w(r)χ(i, rj) (4.3)

where,

χ(i, rj) =


1 if i = round(rj)

0 otherwise

K(i, j) denotes the kernel entry value at(i, j). R denotes the range of rates that should

be considered.w(r) denotes the weight for rater.

Since we are interested in classifying actions that are similar in speed, the
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weightw(r) is defined as a function of the rater. Concretely, it is defined as

w(r) =


r2 if r <= 1

(1/r)2 otherwise
(4.4)

In theory, the kernel defined in Equation4.3is symmetrical. Experience, how-

ever, shows that it is not the case partially due to the use ofround function. In the ex-

periments,Ks(i, j) (symmetrized) takes the mean of entryK(i, j) and entryK(j, i).

The kernel is then normalized to have a sum of weights that is equal to1. Figure4.3

shows sample kernels of different sizes.
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Figure 4.3:Sample Kernels of Different Sizes

The kernel on the left has a size of5× 5. The kernel in the middle has a size of7× 7.
The kernel on the right has a size of9×9. They all have a range of rates in[1/1.5, 1.5].
The darker the color, the larger the weight.

Since template action sequences are labeled, classification of actions takes the

form of finding the largest entry in the action to action similarity matrix. That is, for

every patch in the novel sequence, if the largest entry on the row corresponding to

the patch in the action to action similarity matrix is found to correspond to template

action sequencec, the label of template action sequencec is given to the patch. This

effectively says that an action only lasts the number of frames equal to the kernel size.

Since decisions for all the patches are made independently, the classification results

for a sequence might be(c1, c1, c2, c1, ...). The same classification method is used for

all three features in the experiments.
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No effort has been made to semantically label action types. This is very differ-

ent from the approaches like the work by Nevatia et al. [32].

On the top row of Figure4.4, a sample frame to frame motion similarity matrix

is shown. The action to action similarity matrix that is the convolution result of the

frame to frame motion similarity matrix on the left and the kernel in the middle is

shown on the right. A sample frame to frame pose similarity matrix is shown on the

bottom row of Figure4.4. The action to action similarity matrix is shown on the right.

4.3 Experiments

One of our original goals is to develop an online action recognition system. This has

proven difficult for two reasons. Firstly, the stabilization subsystem cannot produce

good stabilization result on all figures across an extended sequence of image frames.

Secondly, not all actions are equally interesting. Even the actions of the players in an

image sequence could all be classified, it is not easy to present the results in an intuitive

manner.

The implementation of the system is broken down into two separate processes:

a process for tracking and stabilization, and another process for classification of ac-

tions. Only actions that are deemed interesting and somewhat obvious to human eyes

are chosen to be classified. Further more, if a result from the stabilization process is

found to be unstable or inconsistent, it is manually corrected. Although this seems

to defeat the purpose of the whole system, it is definitely very helpful to isolate the

problems and move the research forward.

Three types of features are used in the experiments. Two of them are described

as in Section4.1. The third feature type uses magnitudes of image gradients. Direct

performance comparisons are made using confusion matrices. A confusion matrix

shows how accurately action classes in the novel sequences are labeled correctly. Since

every row of a confusion matrix is normalized to have a sum of1, the perfect results

should be identity matrices.

About 20 action sequences are collected. They are manually classified and

labeled into 6 types. These action sequences are deliberately made homogenous purely
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Figure 4.4:Sample Frame to Frame Motion (Pose) Similarity Matrices, Kernels,
and the Action to Action Similarity Matrices

On the top (bottom) row, the image on the left is a frame to frame motion (pose)
similarity matrix. The image in the middle represents a kernel of size9 × 9. The
image on the right is the action to action similarity matrix that is the convolution result
of the image on the left with the kernel in the middle. The fact that the images on right
is smaller than the images on the left is due to entries near margins are not included for
simplicity. Although the images on the left are “noisy”, the images on the right show
strong dark stripes along the diagonals. The dark stripes indicate similarity between
two action sequences. (NOTE: The darker an entry, the stronger the similarity.)
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for the convenience of labeling. One sequence is chosen for every type to be included

in the action type library. The other sequences are used as novel sequences. The

number of frames for the sequences ranges from around 30 to 80. All the figures of

hockey players in the library wear dark colored jerseys. The figures of hockey players

from the novel sequences wear either dark or light colored jerseys. See Figure4.5 for

a full list of action types.

Type ID Graphical Representation Description
1 ↖ Running, away, right to left,45◦

2 � Turning, clockwise
3 ↗ Running, away, left to right,45◦

4 	 Turing, counter clockwise
5 ↓ Running, towards the camera
6 −→ Running, left to right

Figure 4.5:Table of Action Types

Convolution kernelsK of different sizes are tested. The sizes range from5×5

to11×11. No dramatic differences were found in the classification results. This might,

however, only be the case for the very particular setup of the experiments. The size

of the kernel very likely needs to be different for actions having dramatically different

speeds.

Different ranges of rates were also tested. A range of rates is specified by the

maximum ratermax. If the maximum rate isrmax, the range of rates is[1/rmax, rmax].

The experiments have a range of rates that has a maximum value between 1.2 and 2.

No big differences were observed for the values from 1.5 to 2.0. A value of 1.2 seems

too restrictive. It tries to match actions that have very similar speeds.

Figure4.6 shows classification results using three different types of features.

It is very clear that schemes that use pose features outperform the scheme that uses

motion features for the kind of data that this research is interested in. This is not very

intuitive because motion features are designed to capture the most important aspects of

a movement. This, however, is not surprising because motion features are very noisy

and unstable when applied to image sequences having very limited spatial and tempo-

ral resolutions. These features can be directly compared since all the experiments have

exactly the same setup.
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Figure 4.6:Confusion Matrices Using Three Different Types of Features

The confusion matrix on the left shows the classification result only using features
based on optical flow only. The confusion matrix in the middle shows the classifica-
tion result only using features based on magnitudes of image gradients (MoGs). The
confusion matrix on the right shows the classification result only using features based
on DIGs. All the results are produced using the same convolution kernel and data set.

Figure4.7shows an action sequence matched to a similar action sequence from

the library of templates. This does not look like a challenging task because figures

in the two sequences have similar colors. FigureA.4 shows another action sequence

matched to a different action sequence. This is a more difficult task because the figures

in the two sequences have dramatically different colors. Both sequences are matched

using pose features that are separated into several channels. This well demonstrates

the capability of the proposed pose features.
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A novel action sequence and their pose features

The template action sequence and their pose features

Figure 4.7:Sample Action Sequences (1)

The novel action sequence on the top matches to the template action sequence at the
bottom. The background for two sequences is slightly different. The player is running
from right to left and away from the camera (type ID is 1). (NOTE: Pose features are
only shown for every second frame.)
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A novel action sequence and their pose features

The template action sequence and their pose features

Figure 4.8:Sample Action Sequences (2)

The novel action sequence on the top matches to the template action sequence at the
bottom. The figures of hockey players in two sequences have very different colors. The
player is running from left to right and away from the camera (type ID is 3). (NOTE:
Pose features are only shown for every second frame.)
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Chapter 5

Conclusions and Future Work

This thesis describes a system that classifies selected actions that are deemed in-

teresting and somewhat obvious to human eyes. The system is demonstrated using

broadcast-quality videos of ice hockey sports. A number of reasons make this a diffi-

cult task. Firstly, figures of hockey players have very limited spatial resolution. They

typically have a resolution of dozens of pixels on each dimension. Secondly, images

are often blurred. This is either due to the fast nature of the sport or the motion of the

camera. Thirdly, players in opposing teams normally wear jerseys that have very dif-

ferent colors. Lastly, although a figure of hockey player change scale slightly from one

frame to another, the scale can have big change over an extended number of frames.

We take an approach that breaks the problem into three separate sub-problems.

Figures of hockey players are first tracked with a self-initializing tracker. The tracker

gives a rough estimate of a figure’s position and scale. The figures are then stabilized

by a process that emphasizes accuracy and consistency of the estimates. Motion and

pose features are extracted from sequences of stabilized figure patches. Actions of

hockey players at any instance in time are finally classified using features from several

consecutive neighbouring frames. The stabilization process serves as the glue that

makes the outputs produced from the tracker usable to the classification system.

A new stabilization algorithm has been developed. The algorithm matches an

image patch assuming the presence of one figure of hockey player to a library of tem-

plates. It then uses the results from multiple top matches to generate a best estimate.

With the same set library, this mixture of templates approach can consistently perform
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better than a typical approach that uses only the best match. This is well demonstrated

with a set of synthetic data for which the ground truth is known. Consistency of a li-

brary of templates is also addressed with a bootstrap procedure that iteratively collects

better templates. An algorithm that tries to select a desired number of templates as one

best representative for a larger library is also presented.

Two fundamental types of features are used to classify actions. The first type

of feature focuses on how a figure changes from one frame to another. Motion flow is

computed based on a version of normalized correlation. The method is chosen for its

ability to handle images of limited resolution. The second type of feature emphasizes

what is present in each image frame. Decomposed image gradients are used to charac-

terize poses. Quantitative performance comparisons of these methods using different

features are made in the form of confusion matrices.

The experiments clearly show that, for the kind of data that we are consid-

ering, pose features are better in terms of action classification accuracy. This is not

surprising for two reasons. Firstly, pose features are more resilient to inaccuracy and

inconsistency arising from the stabilization process than motion features. Secondly,

if proper normalization is applied, pose features are less sensitive to troubles such as

blurring and changing brightness in images than motion features. Pose features are

also superior to motion features in terms of computational efficiency.

We make novel use of image gradients. The gradients onx andy axes are sep-

arated into for non-negative components. This separation effectively transforms dense

features in lower dimensional space into sparser features in higher dimensional space.

The sparsity enables features to be distorted more without being pushed away from be-

ing close neighbours. As another demonstration, pose features based on decomposed

image gradients are compared with pose features based on magnitudes of gradients.

The former performs better than the latter in terms of classification accuracy.

While the stabilization approach using a mixture of templates shows some suc-

cess, it has some limitations. As with any other template based methods, there are al-

ways two questions to ask: What templates to use? How many templates are enough?

We take an approach that collects as many templates as necessary to fit the training

data well. This always has a danger that the training data set is not good representa-
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tive of the complete data set. Although one could collect more as it goes, this would

make the system less useful because it will always require human judgment. It would

be interesting to study whether adaptable artificial templates could be hand crafted or

learned. It would also be useful to see what a “mixed” template blended together by a

set of templates looks like.

The template based method also suffers from being sensitive to color varia-

tions. It generally requires collecting templates from videos that are from the same

game. This seems too restrictive and renders the system a lot less useful. Although

gray scale image patches are used as templates in the implementation, it would make

more sense to use sparse features that are less sensitive to color variations as tem-

plates. For example, image gradient patterns could be used. Distinctive local invariant

features are also good candidates. They can also potentially make the stabilization

process less sensitive to background changes and partial occlusions.

Partially for implementation convenience, this research separates stabilization

out from tracking. The system as a whole might be better if the two processes are inte-

grated together for two reasons. Firstly, if pose information is available to the tracker,

the tracker will very likely give better estimates and make less mistakes because pose

information is generally more distinctive than a global color histogram. Secondly, if

estimates of scales and positions from the tracker are more accurate, the stabilization

process will be computationally more efficient because it will have a smaller search

space to work with.

The decomposition of image gradients into four components is mainly for the

convenience of implementation and somewhat random. It essentially projects a gradi-

ent vector
−→
G at every pixel location onto nearest two out of four unit vectors repre-

sented as
−−−→
(1, 0),

−−−→
(0, 1),

−−−−→
(−1, 0) and

−−−−→
(0,−1) in terms of vector direction. The projection

values are then placed into proper bin locations. A gradient vector could well be pro-

jected onto nearest two out of eight unit vectors represented as
−−−→
(1, 0),

−−−−−−−−−→
(
√

2/2,
√

2/2),
−−−→
(0, 1),

−−−−−−−−−−−→
(−
√

2/2,
√

2/2),
−−−−→
(−1, 0),

−−−−−−−−−−−−→
(−
√

2/2,−
√

2/2),
−−−−→
(0,−1) and

−−−−−−−−−−−→
(
√

2/2,−
√

2/2).

This would make the features even more sparse. It would be interesting to test what a

difference this could make. This will help to understand the method better as well.

Since the feature vectors are all normalized to have unitL2 norms. The similar-
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ity between two features takes the form of simple dot product of the two vectors. With-

out paying attention to computational efficiency, the research implementation simply

takes a brute-force search approach. This can be greatly improved if an approximate

nearest neighbour algorithm such as [4] and [23] is used. Since the features are very

sparse, a hierarchical approach could also be very effective.

The action classification system assumes figures of hockey players can be ac-

curately and consistently stabilized. This has proven difficult. The assumption is some-

what imposed by the initial thought that motion is probably the best feature to use to

characterize actions. Since the experiments show clear evidence that pose features are

better for the kind of data, it is well worth giving more thought on developing scale

and position invariant pose features. This will eliminate the need to stabilize figures as

long as the result given by a tracker includes whole figures.

Using DIGs as features, an HMM could be learned for each action type if

a large collection of data is available. This should allow actions be segmented and

classified online. It eliminates the need to specify kernel size, which effectively defines

action duration as a fixed quantity.
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Appendix A

Template Action Types

Action Type 1

Figure A.1:Template Action 1

(NOTE: Pose features are only shown for every second frame.)
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Action Type 2

Action Type 3

Figure A.2:Template Action 2 and 3

(NOTE: Pose features are only shown for every second frame.)
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Action Type 4

Action Type 5

Figure A.3:Template Action 4 and 5

(NOTE: Pose features are only shown for every second frame.)
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Action Type 6

Figure A.4:Template Action 6

(NOTE: Pose features are only shown for every second frame.)
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